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Abstract. This paper describes a topic segmentation and indexation system for
broadcast news that is integrated in an aert system for seledive disemination
of multimediainformation. The goal of thiswork isto enhancethe retrieval and
navigation through spedfic spoken audio segments (stories) that have been
automaticdly transcribed, using speed remgntion. Our segmentation algo-
rithm is based onsimple heuristics related with anchor detedion. The indexa-
tion is based on herarchicd concept trees, containing 22 main thematic do-
mains, for which Hidden Markov models were aeded. Only the threetop lev-
elsin this thesaurus are arrently used for indexation. The broadcast news cor-
pus that is the basis for this work was colleded for European Portuguese in the
scope of the European Projed ALERT.

1 Introduction

The huge anourt of information we can access nowadays in very different formats
(audio, video, text) and through dstinct channels reveded the necessty to buld sys-
tems that can efficiently store and retrieve this datain order to satisfy future informa-
tion reeds. Thisis the framework for the ALERT European Projed (Alert System for
Seledive Disemination d Multimedia Information 1), whose goal was to buld a
system cgpable of continuowsly monitoring a TV channel, and searching inside their
news programs for the stories that match the profil e of a given client. The system may
be tuned to a particular TV channel in order to automaticdly deted the start and end
of a broadcast news program. Once the start is deteded, the system automaticdly
records, transcribes, indexes and stores the program. Each of the segments or stories
that have been identified is indexed acording to a thematic thesaurus. The system
then seachesin all the dient profiles for the ones that fit into the detedted categories.
If any topic story matches the dient preferences, an email is snd to that client indi-
cding the occurrence and locdion d one or more stories abou the seleded topics.
This alert message enables a dient to find in the System Website the video cli ps refer-

1 More information abou the projed may be found at the following URL: http://alert.uni-
duisburg.de



ring to the seleded stories. This paper concerns only the segmentation and indexation
modues of the Alert system.

The broadcast news corpus and thesaurus used in this work are described in Sec-
tion 2 The following two sedions present our segmentation and indexation algo-
rithms, respedively. Sedion 5 pesents the story segmentation results, using as inpu
strean data that was automaticaly segmented into sentences together with informa-
tion abou badground acusticd environment and speaker identificaion for eadh
sentence Sedion 6 shows the results of an indexation task where the descriptors of
the thematic thesaurus were used as indexing keys in stories whaose boundiries were
manually identified. The paper concludes with a discusson o these results and ou
plansfor futurereseachinthisarea

2 Topic Detection Corpus Description

This ®dion presents the Topic Detedion Corpus (TDC) that was used to develop
and test our indexation algorithm. This TV Broadcast News Corpus in European
Portuguese was manually segmented and indexed using a thesaurus, in cooperation
with the national pubdic broadcasting company - RTP (Radio Televisdo Portuguesa).

2.1 Broadcast News Corpus

Colleded in the scope of the ALERT projed over aperiod o 9 months (February -
October 2001), the BN corpus contains around 300 hots of audio data from 133 TV
broadcast evening rews programs. The mrrespondng athogaphic transcriptions
were aitomaticaly generated by ou speed recognition engine [1]. All the programs
were manually segmented into stories or fillers, and ead story was also manualy
indexed acwrding to a thematic, geographic and onamastic thesaurus. The manual
segmentation also identified the so cdled fill er segments, containing either headlines
or short story descriptions presented to draw the audience dtention to stories that will
be presented later in the program. Fill er segments were not indexed.

2.2 Thematic, Geographic and Onomastic Thesaurus.

Manual indexation was dore using a thematic, geographic and onamastic (names of
persons and aganizations) thesaurus by RTP trained annaators.

The Thematic Thesaurus contains 21 hierarchicad concept trees whose domains are
Justice and Rights (JR), Defence ad Seaurity (DS), Society and Sociology (SS9, Po-
liticd Organisation (PO), Sports and Leisure (SL), Transportation (TR), Science ad
Tedhnology (ST), Communicaion and Documentation (CD), Work and Employment
(WE), Economy and Finance (EF), Hedth and Feeading (HF), Religion and Ethics
(RE), Arts and Culture (AC), House and Living (HL), Industry (IN), Environment and
Energy (EE), Agriculture (AG), European Union (EU), History (HI), Weaher Fore-
cast (WF), Events (EV) and Educdion (ED).



The Thematic Thesaurus contains 7781 dbscriptors and 1615 nordescriptors
whose relations are established via
e hierarchicd relations of the type general term (GT) and spedfic term
(ST);

e asciativeredations sich asrelated term (RT);

e equivalencerelations sich asuse for (UF) or usein case (UIC).
Besides the @owve relations, there is a tag cdled explanation noc (NE), which
gives ©me mntextual indicaions for the use of the mrrespondng descriptor.
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Fig. 1. Hierarchicd concept tree- Thematic Thesaurus

Figure 1 ill ustrates the thesaurus dructure. Let us focus our attention in the thesau-
rus descriptor atleta (athlete). This descriptor has a general term cdled agente
desportivo (sports agent), which is itsimmediate upper noce of the treg and belongs
to the Sports and Pleasure thematic domain. The descriptor atleta has at least three
spedfic terms, namely: atleta deficiente, atleta amada and atleta profissond
(handicgpped, amateur and professonal). That means that any of these three terms
have ahigher degree of spedfication than the upper node for the aurrrent domain. In
the example, we can also seethe nondescriptor term surfista (surfer) that when pres-
ent shoud be replacal by the thesaurus descriptor atleta. This descriptor has an ex-
planation nde that indicaes the situations where the descriptor shoud be used. The
descriptor atleta deficiente has at least one related term cdled deficiente (handi-
cgpped) meaning that there is at least one related descriptor in another thematic do-
main tree(Society and Sociology).



The distribution o the descriptors amongthe several levelsis represented in table 1.

Table 1. Descriptors distribution among thesaurus levels

Thesaurus level Descriptors %
1%-level 0.21%
2" level 7.62%
3%level 48.32%
4" evel 26.47%
5"-level 11.83%
6"-level 3.84%
7"-level 0.86%
8"-level 0.63%
9"-level 0.19%
10"-level 0.03%

The onamastic and geographic thesauri have 1765and 1890entries, respedively.
The first ones include institution rames and person remes. These entries are used to
identify the story spe&kers, and nd the persons who are the subjed of the story.

2.3 Training, Development and Evaluation Subsets

The topic detedion corpus was divided into three subsets for training, development
and evaluation puposes. The arpus division acourted for the need of enoughmate-
rial to train the statisticd approaches, as well the time span between the training and
the evaluation storiesto refled the red field condtions.

The training corpus was colleded from March to mid August 2001 It includes 85
programs, correspondng to 2451 report segments and 530fill ers. The report seg-
ments involve 6073 stories with 312words ead, on average. Very frequently, are-
port segment is classfied into more than ore topic (for instance, Sports and Leisure
and Society and Sociology, as in the example &owe). Such report segments will
originate multi ple stories, which justifies the diff erence between the number of report
segments and stories. In the dove cae, a single report segment will originate one
story used for building the SL language model and ancther for building the SSlan-
guage moddl. The distribution d the thematic domains among the story programs is
shown in figure 2.
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Fig. 2. Topic representation in the training corpus.



The development corpus was colleded in September 2001 and includes 21 po-
grams, correspondng to 699 report segments and 144fill ers. The report segments
involve 1172stories, whose thematic distribution is srown in figure 3.
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Fig. 3. Topic representation in the development corpus.

The evaluation corpus was colleded in October 2001 It includes 27 programs cor-
respondng to 871report segments, and 134fill ers. The segments involve 1528 sto-
ries, whase thematic distributionis shown in Figure 4.
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Fig. 4. Topic representation in the evaluation corpus.

3 Story Segmentation

The inpu to the segmentation algorithm is a stream of audio data, which was
automaticdly segmented into sentences (or rather “transcript segments’, defined by
pauses), and later transcribed by ou automatic speed recmgntion (ASR) system.
Eadh transcript segment contains as well some information related to the badground
aoustic environment, the speaker gender, and the speder identificaion. All this
metadata is also automaticaly extraded from the speed signal.

The speder identificaion is of particular importance to the segmentation algo-
rithm, namely, the dassficaion as anchor or nonranchor. In fad, in ou broadcast
news programs, the anchors are responsible for introducing most stories. They are
also the spedkers whose id-numbers appea most often duing the whole program,
independent of the duration o ead talk.

Our segmentation algorithm is based ona very simple heuristic derived from the
above asumptions. It identifies the transcript segments belongng to the most fre-



quent spedker-id number (the anchor), and defines potential story boundriesin every
transition “nonranchor transcript segment/anchor transcript segment”.

In the next step, we try to eliminate stories that are too short (containing lessthan 3
spoken transcript segments), becaise of the difficulty of assgning a topic with so
littl e transcribed material. In fad, the dassficaion d shorts goriesis very "noisy".
This type of situation accurs every time asequence of transcript segments goken by
the anchor is interrupted by one or more transcript segments gpoken by someone
unknawn. In these caes, the short story segment is merged with the foll owing ore.

The next stage, following this two-step algorithm, is indexation, as described in the
next sedion. After this classfication stage, a post-processng segmentation step may
be performed, in order to merge dl the ajacent segments classfied with the same
topic.

4 Story Indexation

Story indexation is performed in two steps. We start by deteding the most prob-

able story topic, using the aitomaticaly transcribed text for ead story. Our decoder
is based onthe HMM (Hidden Markov Model) methoddogy and the seach for the
best hypahesis is accomplished with the Viterbi algorithm [2]. The topdogy wsed to
model ead of the 22 thematic domains is sngle-state HMM s with self-loops, transi-
tion probabiliti es, and bgram language models [3]. For ead of the 22 damains, a
smocthed higram model was built with an absolute discourt strategy and a autoff of 8
[3], meaning that bigrams occurring 8 o fewer times are discarded. The referred
models built from the training corpus, give the state ohservation probabiliti es. The
statistics for eadr damain were omputed from automaticaly transcribed stories with
manually placed boundries. The crrespondng text was post-processed in order to
remove dl functionwords (527) and lemmatizing the remaining ores. Lemmatization
was performed using a subset of the SMORPH dictionary with 97524 entries [4].
Smoothed higram statistics were then extraded from this processed corpus using the
CMU-Cambridge Statisticd Language Modeling Todlkit v2 [5].
In the second step, we find for the deteded damain al the seaond and third level
descriptors that are relevant for the indexation d the story. To acomplish that, we
court the number of occurrences of the words correspondng to the domain treeleds
and namali ze these values with the number of words in the story text. Once the tree
led occurrences are @urted, we go upthe tree acamulating in eat noce dl the
normalized occurrences from the nodes below [6]. The dedsion d whether a node
concept is relevant for the story is made only at the second and third upper noce lev-
els, by comparing the acumulated occurrences with a pre-defined threshold. The
dedsion to restrict indexation to the second and third nock levels was made taking
into acourt the ALERT projed goals and the data sparsenessat the thesaurus lower
levels.



5 Segmentation Results

For the evaluation d our simple segmentation algorithm, we alopted the metric
used in the 2001 Topic Detedion and Tradking (TDT 2001) benchmark NIST
evaluation[7]. In this Evaluation Plan, the evaluation performanceis defined in terms
of probability of missand false darm errors (PMissand PFA). A missis considered
when the dgorithm fail s to identify an existing boundary. A false darm occurs when
the dgorithm outputs a nonexisting bounéry, acording to the reference boundxries.
To evaluate the outputted boundries produced by the dgorithm, an evaluation win-
dow of 50 words (same size & adopted in TDT2001[7]) was used, and for ead win-
dow trandation, ajudgment was dore acording to table 2.

Table 2. Segmentation judgement for eath window trandation

Judgement Situation

Corred There is a computed and a reference boundry inside the
evaluationwindow.

Corred Neither a computed na a reference boundxry is inside the
evaluationwindow.

Miss No computed boungry is inside the evaluation window that

contains areference boundry.
False Alarm A computed boundry is inside the evaluation window that
does nat contain areferenceboundary.

The st segmentation functionis defined as:
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where
Coy = Chis X Py X P

Miss Target

+ CFA X PFA X PNonTarget
and
C,.c COst of amiss
P« condtional probability of amiss
Pl @priori target probability
C..: cost of afalse darm
P.,: condtional probability of afalse darm
P - apriori non-target probability (1- P, )

Non-Target*

Usingthe valuesof C . and C,_, adopted in TDT2001[7] (1 and O3, respedively),

we adieved anormalized value for the segmentation cost of 0.835for aP,,, of 0.8.
The segmentation cost value did na reat 0.9, which was gdate-of-the-art in
TDT2001for this task. One potential reason for this low value is the post-processng
step, in which adjacent story segments are merged if their topic dassficationis equal.
Our next segmentation experiments were hence amed at studying the influence of the
merging criterion in this post-processng stage. In fad, we compared this post-
processng stage that was based on merging adjacent stories with the same domain



classficaion (1%-levé descriptors), with 3 dhers: a post-processng stage based on
merging adjacent stories with the same seand level descriptors (2"-levd), a post-
processng stage based onmerging adjacent stories with the same third level descrip-
tors (3°-levd), and no pat-processng stage & al (Non). The results are shown in
Figure 5.
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Fig. 5. Experiment results using dfferent merge aiteriain the segmentation process

We note that the crredion and acarracy values are very close indicaing that there
isnored advantage in using any merging stage.

Even withou this gage, however, the "miss' rate is gill very high, which moti-
vated a doser look at the segmentation results. Severa criticd problems were de-
tedaed: one of the reasons for boundry deletionis related to anchor detedion in fill er
segments. Fill er segments are very short segments goken by the anchor and wsually
followed by a new story introduced by the anchor. In this <enario, and since dl po-
tential story boundries are locaed in transitions “nortanchor transcript seg-
ment/anchor transcript segment”, the boundry mark will be placed at the beginning
of the fill er region and nomore boundary marks will be placed. To make the problem
even more amplex, filler segments are often partialy corrupted by music, which
makes them difficult to transcribe corredly.

Ancther reason for boundiry deletion is the presence of multiple axchors in a
broadcast news program. Some of the broadcast news programs in ou corpus had in
fad two anchors, one of which was resporsible only for the sports gories. Our smple
heuristic was based on dfining a single aachor as the speder that appeaed more
often, independently of the talk duration. Using this criterion, we got only the main
anchor and nd the sports anchor. The story boundhries introduced by the latter will
al be missng. Thisobviously cdlsfor amore refined anchor detedion procedure.

6 Indexation Results

To measure the performance of the indexation algorithm, an experiment was dore
using the stories of the evaluation corpus and ignaring al the fill er segments. In order



to dscad the influence of segmentation errors, this experiment was dore using
manually placed story boundiries and automaticdly transcribed texts.

In the evaluation d the indexation algorithm, we had to take into acourt the faa
that there ae stories that were manually indexed with more than one thematic domain
(39% of the stories). We mnsidered a hit every time the topic decoded is present in
the topics manually identified in the story by the human annaators.

Our first set of experiments considered ony the dassficaion into the 22 herar-
chicd domains. The crrednessadieved in the evaluation corpus using ou bigram
model was 73.80%. Figure 6 shows the confusion matrix that can be obtained using
only the subset of the evaluation corpus correspondng to stories that were manually
topic annaated with asingle topic.

WE WF TOTAL

Flg 6 Confuson matrlx for asubw of the EvaI uatlon Corpus

The rightmost column of the matrix indicates the number of stories acournted for.
By observing this matrix, we seethat the least confusable topic is "weaher forecast"
which is never confused in a one-to-one dassfication. Some of the substitution errors
are eaily understood, given the topic proximity. Examples are: "defense and seau-
rity" which is confused in 226 of the caes with "society and sociology' (32% of
"defense and seaurity” stories were dso clasdfied as "society and sociology' stories
in the training corpus), and "emnamy and finance' which is confused in 1% of the
cases with "paliticd organization" (16% of "econamy and finance' stories were dso
clasdfied as" pdliticd organizaion" storiesin the training corpus).

This experiment was also repeaed using urigram topic models, yielding a orred-
nessvalue of 73.53%. The proximity of the results indicaes that the anourt of train-
ing catais not enoughto buld robust bigram models.

In terms of the second and third level descriptors, the results achieved a predsion
of 76.39% and 6176%, respedively, but the acaracy is rather low given the high
insertion rate (order of 20%). It is important to ndice that this evaluation was per-
formed only on those stories whase top level domain was corredly identified. Given
the nature of the dgorithm, the descriptor search is restricted to a spedfic domain
identified in an ealier stage of the decding pocess



7 Conclusionsand Future Work

This paper presented a topic segmentation and detedion system for performing the
indexation d broadcast new stories that have been automaticdly transcribed. Despite
the limitations described in the paper, the complete system is arealy in its test phase
at RTP.

Our current work is aimed at improving the story segmentation method We intend to
explore some information related to the speker role inside the news programs. The
anchors usualy introduce stories and conduct the news program. Journalists usually
develop the introduced stories where guests can appea in an interview sequence We
believe that the knowledge of the news program structure will enhance the predsion
of the segmentation task.

As future work in terms of indexation, we dso intend to colled more datain order to
build better bigram language models, because the ones used in this work were built
using a high cutoff value. In addition, we dso plan to allow the decoder to ouput all
the domain scores associated with confidence values. This procedure will enable us to
alocae more than ore topic per story. This is indeed the situation o 39% of the
Topic Detedion Corpus.
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